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#### Abstract

The restricted isometry constants (RIC) play an important role in compressed sensing since if RIC satisfy some bounds then sparse signals can be recovered exactly in the noiseless case and estimated stably in the noisy case. During the last few years, some bounds of RIC have obtained. The bounds of RIC $\delta_{2 k}$ among them were introduced by Candes (2008), Foucart and Lai (2009), Foucart (2010), Cai et al (2010), Mo and Li (2011). In the paper, we obtain a hyperbolic region on $\delta_{2 k}$ and $\delta_{k}$. It completely includes the regions of the bounds on $\delta_{2 k}$ obtained by the authors above, and if $\delta_{2 k}$ and $\delta_{k}$ belong to the hyperbolic region then sparse signals can be recovered exactly in the noiseless case.
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## I. Introduction

Compressed sensing aims to recover high-dimensional sparse signals based on considerably fewer linear measurements. We consider $y=\Phi \beta$, where the matrix $\Phi \in \mathbb{R}^{n \times p}$ with $n \ll p$, the unknown signal $\beta \in \mathbb{R}^{p}$. Let $\|\beta\|_{0}$ be the number of nonzero elements of $\beta$ and $\|\beta\|_{1} \triangleq \sum_{i=1}^{p}\left|\beta_{i}\right|$. The signal $\beta$ is called $k_{\text {sparse if }}\|\beta\|_{0} \leq k$. Our goal is to reconstruct $\beta$ based on $y$ and $\Phi$.

A naive approach for solving this problem is to consider $L_{0}$ minimization where the goal is to find the sparsest solution in the feasible set of possible solutions. However, this is NP hard and thus is computationally infeasible. It is then natural to consider the method of $L_{1}$ minimization which can be viewed as

[^0]a convex relaxation of $L_{0}$ minimization. The $L_{1}$ minimization method in this context is
\[

$$
\begin{equation*}
\hat{\beta}=\underset{\gamma \in \mathbb{R}^{p}}{\arg \min }\left\{\|\gamma\|_{1} \text { subject to } y=\Phi \gamma\right\} \tag{1}
\end{equation*}
$$

\]

This method has been successfully used as an effective way for reconstructing a sparse signal in many settings. See, e. g., Donoho and Huo [14], Donoho [13], Candes et al [8-11] and Cai et al [2, 3].

Recovery of high dimensional sparse signals is closely connected with Lasso and Dantzig selectors, e. g., see, Candes et al [11], Bickel et al [1], Wang and Su [19-22]. One of the most commonly used frameworks for sparse recovery via $L_{1}$ minimization is the restricted isometry property with a RIC introduced by Candes and Tao [9]. For an $n \times p$ matrix $\Phi$ and an integer $k, 1 \leq k \leq p$, the $k$ restricted isometry constant $\delta_{k}(\Phi)$ is the smallest constant such that

$$
\sqrt{1-\delta_{k}(\Phi)}\|u\|_{2} \leq\|\Phi u\|_{2} \leq \sqrt{1+\delta_{k}(\Phi)}\|u\|_{2}
$$

for every $k$ sparse vector $u$. If $k+k^{\prime} \leq p$, the $k, k^{\prime}$ restricted orthogonality constant $\theta_{k, k^{\prime}}(\Phi)$ is the smallest number that satisfies

$$
\left|\left\langle\Phi u, \Phi u^{\prime}\right\rangle\right| \leq \theta_{k, k^{\prime}}(\Phi)\|u\|_{2}\left\|u^{\prime}\right\|_{2}
$$

for all $u$ and $u$ ' such that $u$ and $u$ 'are $k$ sparse and $k^{\prime}$ sparse respectively, and have disjoint supports. For notational simplicity, we shall write $\delta_{k}$ for $\delta_{k}(\Phi)$ and $\theta_{k, k^{\prime}}$ for $\theta_{k, k^{\prime}}(\Phi)$ hereafter.

It has been shown that $L_{1}$ minimization can recover a sparse signal with a small or zero error under various conditions on $\delta_{k}$ and $\theta_{k, k^{\prime}}$. So, a great deal of attention has been focused here during the last few year, for example, the conditions involving $\delta_{a k}$ and $\theta_{k, b k}$, where $a=1,2,3,4,1.25,1.5$ and $b=1,1.25,1.5,2$, see Candes et al [8-10] and Cai et al [2, 5]; the conditions involving only $\delta_{2 k}$, see Candes [7], Foucart and Lai [16], Foucart [15], Cai et al [2], Mo and Li [18], and only $\delta_{k}$, see Cai et al [4], Ji and Peng [17], Cai and zhang [6].

It is obvious that $\delta_{2 k}$ and $\delta_{k}$ are two of the most important and basic parameters. In this paper, we obtain the sufficient conditions involving only $\delta_{2 k}$ and $\delta_{k}$. It is a hyperbolic region. This hyperbolic region completely includes the regions of the bounds on $\delta_{2 k}$ in the literature $[2,7,15,16,18]$, and if $\delta_{2 k}$ and $\delta_{k}$ belong to the hyperbolic region then sparse signals can be recovered exactly in the noiseless case.

The rest of the paper is organized as follows. In Section 2, some basic notations are introduced and the functions on $\delta_{2 k}$ and $\delta_{k}$ are given. Our hyperbolic region on $\delta_{2 k}$ and $\delta_{k}$ is presented in Section 3. In Section 4, we discuss the problem that the hyperbolic region completely includes the regions of the bounds on $\delta_{2 k}$ in the literature [2, 7, 15, 16, 18]. Other meaningful problems are also discussed.

## II. THE FUNCTIONS OF THE RESTRICTED ISOMETRY CONSTANTS

We consider the simple setting where no noise is present. In this case the goal is to recover the signal $\beta$ exactly when it is sparse. This case is of significant interest in its own right as it is also closely connected to the problem of decoding of linear codes. See, for example, Candes and Tao [9]. The ideas used in treating this special case can be easily extended to treat the general case where noise is present.

Let $\hat{\beta}$ be the minimizer to the problem (1). Let $h=\hat{\beta}-\beta$. For any subset $Q \subset\{1,2, \cdots, p\}$, we define $h_{Q}=h I_{Q}$, where $I_{Q}$ denotes the indicator function of the set $Q$, i.e., $I_{Q}(j)=1$ if $j \in Q$ and 0 if $j \notin Q$. Let $S_{0}$ be the index set of the $k$ largest elements (in absolute value). Rearrange the indices of $S_{0}^{c}$ if necessary according to the descending order of $\left|h_{i}\right|, i \in S_{0}^{c}$. Partition $S_{0}^{c}$ in order into $S_{0}^{c}=\sum_{i=1}^{l} S_{i}$, where $\left|S_{i}\right|=k$, the last $S_{i}$ satisfies $\left|S_{i}\right| \leq k$. For simplicity, when there is no ambiguity we write $h_{i}=h_{S_{i}}, i=1,2, \cdots, l$.

Let

$$
\begin{equation*}
\left\|h_{1}\right\|_{1}=t \sum_{i \geq 1}\left\|h_{i}\right\|_{1}, \tag{2}
\end{equation*}
$$

then there must be $t \in[1 / l, 1]$. In fact by the definition of $S_{i}$, we have

$$
\begin{equation*}
\sum_{i \geq 1}\left\|h_{i}\right\|_{1} \leq l\left\|h_{1}\right\|_{1}=t l \sum_{i \geq 1}\left\|h_{i}\right\|_{1} . \tag{3}
\end{equation*}
$$

If $\sum_{i \geq 1}\left\|h_{i}\right\|_{1} \neq 0$ then $t \geq 1 / l$, if $\sum_{i \geq 1}\left\|h_{i}\right\|_{1}=0$, then the elements of $S_{0}^{c}$ are all zero. The following we suppose that $l \neq 1$ since $t=1$ when $l=1$.

From (2) we have

$$
\begin{equation*}
\sum_{i \geq 2}\left\|h_{i}\right\|_{1}=(1-t) \sum_{i \geq 1}\left\|h_{i}\right\|_{1} . \tag{4}
\end{equation*}
$$

It is obvious from (2) and (4) that

$$
\begin{gather*}
\sum_{i \geq 2}\left\|h_{i}\right\|_{2}^{2} \leq\left\|h_{2}\right\|_{\infty} \sum_{i \geq 2}\left\|h_{i}\right\|_{1} \\
\leq \frac{\left\|h_{1}\right\|_{1}}{k} \sum_{i \geq 2}\left\|h_{i}\right\|_{1} \leq \frac{t}{k}(1-t)\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} . \tag{5}
\end{gather*}
$$

Further

$$
\begin{equation*}
\sum_{i \geq 2}\left\|h_{i}\right\|_{2} \leq \frac{1-3 t / 4}{\sqrt{k}} \sum_{i \geq 1}\left\|h_{i}\right\|_{1} \tag{6}
\end{equation*}
$$

In fact from Cai et al [4], (2) and (4)

$$
\begin{gathered}
\sum_{i \geq 2}\left\|h_{i}\right\|_{2} \leq \frac{1}{\sqrt{k}} \sum_{i \geq 2}\left\|h_{i}\right\|_{1}+\frac{\sqrt{k}}{4}\left\|h_{2}\right\|_{\infty} \\
\leq \frac{1}{\sqrt{k}} \sum_{i \geq 2}\left\|h_{i}\right\|_{1}+\frac{\sqrt{k}}{4} \frac{\left\|h_{1}\right\|_{1}}{k}=\frac{1-3 t / 4}{\sqrt{k}} \sum_{i \geq 1}\left\|h_{i}\right\|_{1} .
\end{gathered}
$$

Let $\Phi h=0$, then

$$
\Phi\left(h_{0}+h_{1}\right)=-\Phi\left(\sum_{i \geq 2} h_{i}\right)
$$

Thus

$$
\left\|\Phi\left(h_{0}+h_{1}\right)\right\|_{2}^{2}=\left\|\Phi\left(\sum_{i \geq 2} h_{i}\right)\right\|_{2}^{2}
$$

The following need to use some basic facts:

$$
0<\delta_{k} \leq \delta_{2 k}<1,0<\theta_{k, k} \leq \delta_{2 k}<1
$$

see Candes et al [7, 9]. It is easy to see by Candes and Tao [9] that

$$
\begin{gather*}
\left\|\Phi\left(h_{0}+h_{1}\right)\right\|_{2}^{2} \geq\left(1-\delta_{2 k}\right)\left\|h_{0}+h_{1}\right\|_{2}^{2} \\
=\left(1-\delta_{2 k}\right)\left(\left\|h_{0}\right\|_{2}^{2}+\left\|h_{1}\right\|_{2}^{2}\right) \geq\left(1-\delta_{2 k}\right)\left(\left\|h_{0}\right\|_{1}^{2}+\left\|h_{1}\right\|_{1}^{2}\right) / k \tag{7}
\end{gather*}
$$

By the definition of $\delta_{k}$ and $\delta_{2 k}$, (5) and (6), we have

$$
\left\|\Phi\left(\sum_{i \geq 2} h_{i}\right)\right\|_{2}^{2}=\sum_{i, j \geq 2}\left\langle\Phi h_{i}, \Phi h_{j}\right\rangle
$$

$$
\begin{gathered}
=\sum_{i \geq 2}\left\|\Phi h_{i}\right\|_{2}^{2}+2 \sum_{j>i \geq 2}\left\langle\Phi h_{i}, \Phi h_{j}\right\rangle \\
\leq \sum_{i \geq 2}\left(1+\delta_{k}\right)\left\|h_{i}\right\|_{2}^{2}+2 \delta_{2 k} \sum_{j>i \geq 2}\left\|h_{i}\right\|_{2}\left\|h_{j}\right\|_{2} \\
\leq \frac{1}{k}\left[\left(1+\delta_{k}\right) t(1-t)+\delta_{2 k}(1-5 t / 4)^{2}\right]\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} .
\end{gathered}
$$

From (7),

$$
\begin{aligned}
& \left(1-\delta_{2 k}\right)\left(\left\|h_{0}\right\|_{1}^{2}+\left\|h_{1}\right\|_{1}^{2}\right) \\
& \leq\left[\left(1+\delta_{k}\right) t(1-t)+\delta_{2 k}(1-5 t / 4)^{2}\right]\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} .
\end{aligned}
$$

From (2),

$$
\begin{aligned}
& \left\|h_{0}\right\|_{1}^{2} \leq \\
& \frac{\delta_{k} t(1-t)+\delta_{2 k}\left(1-5 t / 2+41 t^{2} / 16\right)+t-2 t^{2}}{1-\delta_{2 k}}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} \\
& =\frac{16 \delta_{2 k}+8\left(2+2 \delta_{k}-5 \delta_{2 k}\right) t-\left(32+16 \delta_{k}-41 \delta_{2 k}\right) t^{2}}{16\left(1-\delta_{2 k}\right)}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2}
\end{aligned}
$$

Theorem 1. If $5 \delta_{2 k}-2 \delta_{k}<2$, then

$$
\left\|h_{0}\right\|_{1} \leq \xi_{k} \sum_{i \geq 1}\left\|h_{i}\right\|_{1},
$$

where

$$
\xi_{k} \triangleq \sqrt{\frac{4\left(1+2 \delta_{k}+3 \delta_{2 k}+\delta_{k}^{2}-\delta_{k} \delta_{2 k}-4 \delta_{2 k}^{2}\right)}{\left(1-\delta_{2 k}\right)\left(32+16 \delta_{k}-41 \delta_{2 k}\right)}}
$$

Proof Consider the function

$$
f(t) \triangleq 16 \delta_{2 k}+8\left(2+2 \delta_{k}-5 \delta_{2 k}\right) t-\left(32+16 \delta_{k}-41 \delta_{2 k}\right) t^{2}
$$

where $t \in(-\infty,+\infty)$. We firstly show that

$$
32+16 \delta_{k}-41 \delta_{2 k}>0
$$

Davies and Gribonval [10] constructed examples which showed that if $\delta_{2 k} \geq 1 / \sqrt{2}$, exact recovery of certain k-sparse signal can fail in the noiseless case. This implies that there must be $\delta_{2 k}<1 / \sqrt{2}$ in order to guarantee stable recovery of $k$-sparse signals. So,

$$
41 \delta_{2 k}<41 / \sqrt{2}<32<32+16 \delta_{k} .
$$

Deriving $f(t)$ with respect to t , then have

$$
f^{\prime}(t)=8\left(2+2 \delta_{k}-5 \delta_{2 k}\right)-2\left(32+16 \delta_{k}-41 \delta_{2 k}\right) t
$$

The stationary point is

$$
t_{0}=4 \frac{2+2 \delta_{k}-5 \delta_{2 k}}{32+16 \delta_{k}-41 \delta_{2 k}}
$$

If $5 \delta_{2 k}-2 \delta_{k}<2$, then $t_{0}>0$. The function $f(t)$ is monotone increasing when $t \leq t_{0}$ and monotone decreasing when $t \geq t_{0}$. So $f(t)$ reaches the maximum when $t=t_{0}$, and the maximum is

$$
f\left(t_{0}\right)=64 \frac{1+2 \delta_{k}+3 \delta_{2 k}+\delta_{k}^{2}-\delta_{k} \delta_{2 k}-4 \delta_{2 k}^{2}}{32+16 \delta_{k}-41 \delta_{2 k}}
$$

Hence

$$
\left\|h_{0}\right\|_{1}^{2} \leq \frac{f\left(t_{0}\right)}{16\left(1-\delta_{2 k}\right)}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} .
$$

That is

$$
\left\|h_{0}\right\|_{1} \leq \xi_{k} \sum_{i \geq 1}\left\|h_{i}\right\|_{1} . \square
$$

Remark 1. It is obvious that $0<t_{0}<1$ since

$$
4\left(2+2 \delta_{k}-5 \delta_{2 k}\right)<32+16 \delta_{k}-41 \delta_{2 k}
$$

The inequality in Theorem 1 is equality when $t=t_{0}$ if $1 / l \leq t_{0}<1$, but the strict inequality in Theorem 1 holds if $0<t_{0}<1 / l$.

Similar to the proof of Theorem 1, it follows that Theorem 3.1 by Mo and Li [18] is a special case of Theorem 1.

Corollary 1. If $\delta_{2 k}<2 / 3$, then

$$
\left\|h_{0}\right\|_{1} \leq \eta_{k} \sum_{i \geq 1}\left\|h_{i}\right\|_{1},
$$

where

$$
\eta_{k} \triangleq \sqrt{\frac{4\left(1+5 \delta_{2 k}-4 \delta_{2 k}^{2}\right)}{\left(1-\delta_{2 k}\right)\left(32-25 \delta_{2 k}\right)}}
$$

## III. THE HYPERBOLIC REGION OF THE RESTRICTED ISOMETRY CONSTANTS

Lemma 1. If $\delta_{k}<1 / 4$ and $\delta_{2 k}<1 / 2$, then

$$
\left\|h_{0}\right\|_{1}<\sum_{i \geq 1}\left\|h_{i}\right\|_{1}
$$

Proof From $\delta_{k}<1 / 4$ and (8), have

$$
\begin{gathered}
\left\|h_{0}\right\|_{1}^{2} \leq \frac{t(1-t) / 4+\delta_{2 k}\left(1-5 t / 2+41 t^{2} / 16\right)+t-2 t^{2}}{1-\delta_{2 k}}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} \\
=\frac{16 \delta_{2 k}+20\left(1-2 \delta_{2 k}\right) t-\left(36-41 \delta_{2 k}\right) t^{2}}{16\left(1-\delta_{2 k}\right)}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} .
\end{gathered}
$$

Let

$$
g(t) \triangleq 16 \delta_{2 k}+20\left(1-2 \delta_{2 k}\right) t-\left(36-41 \delta_{2 k}\right) t^{2}
$$

where $t \in(-\infty,+\infty)$. Similar to the proof of Theorem 1, the stationary point is

$$
t_{0}=10 \frac{1-2 \delta_{2 k}}{36-41 \delta_{2 k}}
$$

If $\delta_{2 k}<1 / 2$, then $t_{0}>0$. The function $g(t)$ is monotone increasing when $t \leq t_{0}$ and monotone decreasing when $t \geq t_{0}$. So $g(t)$ reaches the maximum when $t=t_{0}$, and the maximum is

$$
g\left(t_{0}\right)=4 \frac{25+44 \delta_{2 k}-64 \delta_{2 k}^{2}}{36-41 \delta_{2 k}} .
$$

Hence

$$
\left\|h_{0}\right\|_{1}^{2} \leq \frac{g\left(t_{0}\right)}{16\left(1-\delta_{2 k}\right)}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} .
$$

That is

$$
\left\|h_{0}\right\|_{1} \leq \zeta_{k} \sum_{i \geq 1}\left\|h_{i}\right\|_{1},
$$

where

$$
\zeta_{k}=\sqrt{\frac{25+44 \delta_{2 k}-64 \delta_{2 k}^{2}}{4\left(1-\delta_{2 k}\right)\left(36-41 \delta_{2 k}\right)}} .
$$

It is obvious that $\zeta_{k}<1$ if and only if $\delta_{2 k}<1 / 2$. $\square$
Lemma 2. If $5 \delta_{2 k}-2 \delta_{k}<2$ and

$$
4 \delta_{k}^{2}-57 \delta_{2 k}^{2}+12 \delta_{k} \delta_{2 k}-8 \delta_{k}+85 \delta_{2 k}<28,
$$

then

$$
\left\|h_{0}\right\|_{1}<\sum_{i \geq 1}\left\|h_{i}\right\|_{1},
$$

where

$$
4 \delta_{k}^{2}-57 \delta_{2 k}^{2}+12 \delta_{k} \delta_{2 k}-8 \delta_{k}+85 \delta_{2 k}<28
$$

is a hyperbolic region

$$
\frac{\left(v-v_{0}\right)^{2}}{c_{1}}-\frac{\left(u+u_{0}\right)^{2}}{c_{2}}>1
$$

of the origin at $\left(-u_{0}, v_{0}\right) . u_{0}, v_{0}, c_{1}, c_{2}$ see Appendix.
Proof. Rewrite $x=\delta_{k}$ and $y=\delta_{2 k}$ for the sake of convenience.
From Theorem 1 we only need to prove $\xi_{k}<1$. It is obvious that $\xi_{k}<1$ if and only if

$$
4 x^{2}-57 y^{2}+12 x y-8 x+85 y<28
$$

That is

$$
(x, y)\left(\begin{array}{cc}
4 & 6 \\
6 & -57
\end{array}\right)\binom{x}{y}+(-8,85)\binom{x}{y}<28 .
$$

Write

$$
A \triangleq\left(\begin{array}{cc}
4 & 6 \\
6 & -57
\end{array}\right), \cot 2 \theta \triangleq \frac{a_{11}-a_{22}}{2 a_{12}},
$$

where $0<\theta<\pi / 2$. Then

$$
\cos \theta=\frac{1}{\sqrt{a^{2}+1}}, \sin \theta=\frac{a}{\sqrt{a^{2}+1}}
$$

where $a=\tan \theta$. By trigonometric identity

$$
6 a^{2}+61 a-6=0, \quad(10)
$$

we have

$$
\begin{equation*}
a=\frac{\sqrt{3865}-61}{12} \tag{11}
\end{equation*}
$$

Let

$$
\binom{x}{y}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{12}\\
\sin \theta & \cos \theta
\end{array}\right)\binom{u}{v}
$$

$$
4 x^{2}-57 y^{2}+12 x y-8 x+85 y<28
$$

if and only if

$$
\frac{\left(v-v_{0}\right)^{2}}{c_{1}}-\frac{\left(u+u_{0}\right)^{2}}{c_{2}}>1
$$

It is a hyperbolic region of the origin at $\left(-u_{0}, v_{0}\right)$. The specific calculations see Appendix.

Write sets

$$
\begin{gathered}
U_{1} \triangleq\left\{\left(\delta_{k}, \delta_{2 k}\right): 0<\delta_{k}<\frac{1}{4}, \delta_{2 k}<\frac{1}{2}, \delta_{k} \leq \delta_{2 k}\right\} . \\
U_{2} \triangleq\left\{\left(\delta_{k}, \delta_{2 k}\right): \frac{1}{4} \leq \delta_{k}<\frac{1}{2}, g\left(\delta_{k}, \delta_{2 k}\right)<28, \delta_{k} \leq \delta_{2 k}\right\} .
\end{gathered}
$$

where

$$
\begin{gathered}
g\left(\delta_{k}, \delta_{2 k}\right) \triangleq 4 \delta_{k}^{2}-57 \delta_{2 k}^{2}+12 \delta_{k} \delta_{2 k}-8 \delta_{k}+85 \delta_{2 k} . \\
U_{3} \triangleq\left\{\left(\delta_{k}, \delta_{2 k}\right): 5 \delta_{2 k}-2 \delta_{k}<2, g\left(\delta_{k}, \delta_{2 k}\right)<28, \delta_{k} \leq \delta_{2 k}\right\} . \\
U_{4} \triangleq\left\{\left(\delta_{k}, \delta_{2 k}\right): 0<\delta_{k}<\frac{1}{4}, 5 \delta_{2 k}-2 \delta_{k}<2, \delta_{k} \leq \delta_{2 k}\right\} .
\end{gathered}
$$

Theorem 2. If $\left(\delta_{k}, \delta_{2 k}\right) \in U_{1}+U_{2}$, then

$$
\left\|h_{0}\right\|_{1}<\sum_{i=1}\left\|h_{i}\right\|_{1} .
$$

Proof. From Lemma 1 and Lemma 2, if $\left(\delta_{k}, \delta_{2 k}\right) \in U_{1}+U_{3}$ then $\left\|h_{0}\right\|_{1}<\sum_{i \geq 1}\left\|h_{i}\right\|_{1}$. Note that sets

$$
\left\{5 \delta_{2 k}-2 \delta_{k}<2\right\} \subset\left\{g\left(\delta_{k}, \delta_{2 k}\right)<28\right\} \subset\left\{\delta_{2 k}<1 / 2\right\}
$$

when $0<\delta_{k}<1 / 4$ and

$$
\left\{5 \delta_{2 k}-2 \delta_{k}<2\right\} \supset\left\{g\left(\delta_{k}, \delta_{2 k}\right)<28\right\}
$$

when $1 / 4 \leq \delta_{k}<1 / 2$. So

$$
U_{3}=U_{4}+U_{2} \subset U_{1}+U_{2}
$$

This implies that

$$
U_{1}+U_{3}=U_{1}+U_{4}+U_{2}=U_{1}+U_{2} . \square
$$

Remark 2. Theorem 2 is intuitive. $U_{1}+U_{2}$ is the open region enclosed by straight lines $x=0, x=y, y=1 / 2$ and hyperbola $4 x^{2}-57 y^{2}+12 x y-8 x+85 y=28$.

## IV. DISCUSSION AND CONCLUSION

Candes [7], Foucart and Lai [16], Foucart [15], Cai et al [2], Mo and Li [18] gave the conditions involving only $\delta_{2 k}$. Mo and Li [18] showed that if $\delta_{2 k}<0.4931$, then $\left\|h_{0}\right\|_{1}<\sum_{i \geq 1}\left\|h_{i}\right\|_{1}$. This is the best result on $\delta_{2 k}$ so far. We illustrate that Theorem 2 completely improves the result by Mo and Li [18] below.
$\delta_{2 k}<0.4931$ in fact corresponds to set $U_{5}=\left\{\left(\delta_{k}, \delta_{2 k}\right): \delta_{2 k}<0.4931,0<\delta_{k} \leq \delta_{2 k}\right\}$. We only need to show $U_{5} \subset U_{1}+U_{2}$. In order to precision, we take the exact value $\delta_{2 k}<(77-\sqrt{1337}) / 82$ instead of approximate value $\delta_{2 k}<0.4931$. We will prove the intersection between straight line $y=(77-\sqrt{1337}) / 82$ and hyperbola

$$
4 x^{2}-57 y^{2}+12 x y-8 x+85 y=28
$$

is

$$
\left(x_{0}, y_{0}\right)=\left(\frac{77-\sqrt{1337}}{82}, \frac{77-\sqrt{1337}}{82}\right)
$$

If use

$$
\begin{gathered}
x=\frac{82-123 y-\sqrt{(123 y-82)^{2}+161(226 y-112)}}{82} \\
=\frac{82-123 y-\sqrt{41(1105 y-536)}}{82}
\end{gathered}
$$

can't get exact value. We use another method. Note that $y=(77-\sqrt{1337}) / 82$ if and only if $41 y^{2}-77 y+28=0$ since $y<1$. So if $y=(77-\sqrt{1337}) / 82$, then

$$
\begin{gathered}
4 x^{2}-57 y^{2}+12 x y-8 x+85 y-28 \\
=4(x-y)(x+4 y-2)=0
\end{gathered}
$$

That is $x=y=(77-\sqrt{1337}) / 82$ since $x \geq 1 / 4$.
Note that $U_{5}$ is proper subset of $U_{1}+U_{2}$. In fact $U_{1}+U_{2}-U_{5}$ is the region enclosed by straight lines $x=0$, $y=(77-\sqrt{1337}) / 82, y=1 / 2$ and hyperbola

$$
4 x^{2}-57 y^{2}+12 x y-8 x+85 y=28
$$

Davies and Gribonval [12] constructed examples which showed that if $\delta_{2 k} \geq 1 / \sqrt{2}$, exact recovery of certain k-sparse
signal can fail in the noiseless case. Cai et al [4] constructed an example which showed that if $\delta_{k} \geq 1 / 2$, it is impossible to recover certain k-sparse signals. These imply that there must be $\delta_{2 k}<1 / \sqrt{2}$ and $\delta_{k}<1 / 2$ in order to guarantee stable recovery of k-sparse signals. In addition, Cai and Zhang [6] showed that if $\delta_{k}<1 / 3$ then k-sparse signals can be recovered exactly in the noiseless case. Therefore, the remaining work are to research recovery of k -sparse signals in region

$$
U_{6} \triangleq\left\{\left(\delta_{k}, \delta_{2 k}\right): 1 / 3 \leq \delta_{k}<1 / 2, \delta_{2 k}<1 / \sqrt{2}, g\left(\delta_{k}, \delta_{2 k}\right) \geq 28\right\} .
$$

By the way, the result "if $p \leq 4 k$ and $\delta_{k}<0.6569$, then $\left\|h_{0}\right\|_{1}<\sum_{i \geq 1}\left\|h_{i}\right\|_{1}$ " (see Corollary 3.4 in Mo and Li [18]) is incorrect. In fact, the right side of the equation (3) in Mo and Li [18] is equal to zero when $l=1$ since $t \in[1 / l, 1]$. In the proof of Theorem 3.3 in Mo and Li [18], $t\left(1+\delta_{2 k}-2 t\right) \leq\left(1+\delta_{2 k}\right)^{2} / 8$ if and only if $\left(1+\delta_{2 k}\right) / 4 \geq 1 / l$ since $t \in[1 / l, 1]$. This implies that $\delta_{2 k} \geq 1$ when $l=2$ and $\delta_{2 k} \geq 1 / 3$ when $l=3$.

We discuss second problem. Why the demarcation point is $\delta_{k}<1 / 4$ in Lemma 1? As we will see below, this discussion is meaningful. If $\delta_{k}<d$, from (8), similar to the proofs of Theorem 1 and Lemma 1, then have

$$
\begin{aligned}
& \left\|h_{0}\right\|_{1}^{2} \leq \\
& \frac{16 \delta_{2 k}+8\left(2+2 d-5 \delta_{2 k}\right) t-\left(32+16 d-41 \delta_{2 k}\right) t^{2}}{16\left(1-\delta_{2 k}\right)}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} \\
& \leq 4 \frac{1+2 d+d^{2}+3 \delta_{2 k}-d \delta_{2 k}-4 \delta_{2 k}^{2}}{\left(1-\delta_{2 k}\right)\left(32+16 d-41 \delta_{2 k}\right)}\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} \\
& \triangleq l\left(d, \delta_{2 k}\right)\left(\sum_{i \geq 1}\left\|h_{i}\right\|_{1}\right)^{2} .
\end{aligned}
$$

Our goal is $\delta_{2 k}$ to achieve maximum when $l\left(d, \delta_{2 k}\right)<1$. By specific calculating, $l\left(d, \delta_{2 k}\right)<1$ if and only if $\delta_{2 k}<1 / 2$ since $\delta_{2 k}<1$, and $\delta_{2 k}<1 / 2$ when $\delta_{k}<1 / 4$. So the demarcation point is $\delta_{k}<1 / 4$ in Lemma 1 . This imply that using the method of Theorem 1 and Lemma 1 cannot have $\delta_{2 k} \geq 1 / 2$. Therefore, to research recovery of k-sparse signals in region $U_{6}$ must use new methods.

## V. APPENDIX: COMPLETION OF THE PROOF OF LEMMA 2

We give specific calculation in order to get the precise hyperbolic equation as follows. By (10) and (12), we have

$$
4 x^{2}-57 y^{2}+12 x y-8 x+85 y
$$

$$
\begin{aligned}
&= \frac{4+12 a-57 a^{2}}{a^{2}+1}\left(u+\frac{(85 a-8) \sqrt{a^{2}+1}}{2\left(4+12 a-57 a^{2}\right)}\right)^{2} \\
&+ \frac{4 a^{2}-12 a-57}{a^{2}+1}\left(v+\frac{(8 a+85) \sqrt{a^{2}+1}}{2\left(4 a^{2}-12 a-57\right)}\right)^{2} \\
&-\frac{(85 a-8)^{2}}{4\left(4+12 a-57 a^{2}\right)}-\frac{(8 a+85)^{2}}{4\left(4 a^{2}-12 a-57\right)} \\
&= 3 \frac{1183 a-106}{12-61 a}\left(u+\frac{(85 a-8) \sqrt{a^{2}+1}}{(1183 a-106)}\right)^{2} \\
&-2 \frac{158 a+159}{12-61 a}\left(v-\frac{3(8 a+85) \sqrt{a^{2}+1}}{2(158 a+159)}\right)^{2} \\
&-\frac{(85 a-8)^{2}}{2(1183 a-106)}+\frac{3(8 a+85)^{2}}{4(158 a+159)} \\
& \triangleq 3 \frac{A}{C}\left(u+\frac{D \sqrt{a^{2}+1}}{A}\right)^{2}-2 \frac{B}{C}\left(v-\frac{3 E \sqrt{a^{2}+1}}{2 B}\right)^{2} \\
&-\frac{D^{2}}{2 A}+\frac{3 E^{2}}{4 B} .
\end{aligned}
$$

Thus

$$
4 x^{2}-57 y^{2}+12 x y-8 x+85 y<28
$$

if and only if

$$
\frac{\left(v-\frac{3 E \sqrt{a^{2}+1}}{2 B}\right)^{2}}{\left(\frac{3 E^{2}}{4 B}-\frac{D^{2}}{2 A}-28\right) \frac{C}{2 B}}-\frac{\left(u+\frac{D \sqrt{a^{2}+1}}{A}\right)^{2}}{\left(\frac{3 E^{2}}{4 B}-\frac{D^{2}}{2 A}-28\right) \frac{C}{3 A}}>1
$$

By (10) and (11), then have

$$
\begin{gathered}
\frac{3 A}{C}=\frac{\sqrt{b}-53}{2}, \\
\frac{2 B}{C}=\frac{\sqrt{b}+53}{2}, \\
\frac{1}{C}=\frac{\sqrt{b}+61}{12 \sqrt{b}}, \\
E^{2}=\frac{(2 \sqrt{b}+133)^{2}}{3^{2}}, \\
D^{2}=\frac{(85 \sqrt{b}-5281)^{2}}{12^{2}},
\end{gathered}
$$

where $b=3865$. Thus

$$
\begin{gathered}
\frac{3 E^{2}}{4 B} \frac{C}{2 B}=\frac{3 E^{2}}{2} \frac{1}{C}\left(\frac{C}{2 B}\right)^{2} \\
=\frac{(\sqrt{b}-53)^{2}(2 \sqrt{b}+133)^{2}(\sqrt{b}+61)}{2^{11} \cdot 3^{4} \cdot 11^{2} \sqrt{b}}, \\
\frac{D^{2}}{2 A} \frac{C}{2 B}=\frac{D^{2}}{4^{2} \cdot 11 C} \\
=\frac{(85 \sqrt{b}-5281)^{2}(\sqrt{b}+61)}{2^{10} \cdot 3^{3} \cdot 11 \sqrt{b}}, \\
\frac{C}{2 B}=\frac{\sqrt{b}-53}{2^{4} \cdot 3 \cdot 11} .
\end{gathered}
$$

Based on the above results, by direct calculation, we have

$$
\begin{gathered}
c_{1} \triangleq\left(\frac{3 E^{2}}{4 B}-\frac{D^{2}}{2 A}-28\right) \frac{C}{2 B} \\
=\frac{743123290 b-45231681366 \sqrt{b}}{2^{13} \cdot 3^{5} \cdot 11^{2} b} .
\end{gathered}
$$

Similarly, have

$$
\begin{gathered}
c_{2} \triangleq\left(\frac{3 E^{2}}{4 B}-\frac{D^{2}}{2 A}-28\right) \frac{C}{3 A}=c_{1} \frac{2 B}{3 A} \\
=\frac{20630826583 b+321742405427 \sqrt{b}}{2^{15} \cdot 3^{6} \cdot 11^{3} b}, \\
v_{0}^{2} \triangleq\left(\frac{3 E \sqrt{a^{2}+1}}{2 B}\right)^{2}=\frac{3 E^{2}}{2} \frac{1}{C}\left(\frac{C}{2 B}\right)^{2} \\
=\frac{38365 b+2377039 \sqrt{b}}{2^{7} \cdot 3^{2} \cdot 11^{2} b}, \\
\begin{aligned}
u_{0}^{2} \triangleq & \triangleq\left(\frac{D \sqrt{a^{2}+1}}{A}\right)^{2}=3 D^{2}\left(\frac{C}{3 A}\right)^{2} \frac{1}{2 C} \\
& =\frac{345285 b-21393351 \sqrt{b}}{2^{7} \cdot 3^{4} \cdot 11^{2} b} .
\end{aligned}
\end{gathered}
$$

The approximate values are $c_{1}=0.0646, c_{2}=0.7872$, $v_{0}=0.7413$ and $u_{0}=0.0305$, respectively.
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